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Abstract
Rend-time pattern classification and dme-series forecasting applications continue to drive antificial neural
network (ANN) lechnology.  As ANNs increase in complexily, the thronghput of digital computer simulations
decreases. A novel ANN, the Adaptive ‘Transfer Function Network (ATE-Net), directly aldresses the issue ol
throughput. ATF-Nets are global mapping equations generated by the superposition of ensembles of neurodes having
arhitrary continuous funclions receiving encoded input data.  ATT-Nets may be implumented on parallel digital
compuiers, An exanple is presented which illustrates a tour-fold inerease in computntional throughpat,

Introduction

When rescarchens speaulate about whether artificil neural networks (ANNs) will approach in complexity
the humian brain, something other than simukting the bundreds of illions of nearons on digital computers ofien
enters into the conversation,  Todiay, real-time pattiern classification wnd time-series forecasting applications are
driving ANN wchnology.  This paper discusses 4 novel ANN, the Adaptive Transfer Function Network, it
simulates groups of artificial nearons as arbiry continuous functions receiving encoded input data. “The process
of simuliting groups of neurons directly relates to the throughput of digitll ANN simulations.  Consequently,
unplementing demanding, reald-time applications on (panillel) digital computers is now possible.

Terminology

In this pagwr, e word rewrode represents artiticial models of biological neurons,  Neurodes are simple
threshold based signal processing: devices it conneet into layered archuectures called newral pemworks, A
pencrahized Radial Basis Functon Network (RBE-Neo arelatecture is illustrated in Figure 1. One 1o P nodes make
up the input layer, 1o M newodes make up o middle or hedden Bayer, 1o Q summation nodes make up the output
layer, and cach connection (shown) s of uoit vatue  “The RBE-Net ontput is 1o Q superpositions of an ensemble
of radilly symmetric ganssin hinctions  ‘The :th component of the omput vecton y is detined by functions [7):
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Figure 1 Radiad Basis Funetion Network

RBBE nemedes ae compuosed of tow adaptive visnables' o amphheation Gcton, ap activation constant, 3, width
cocthieient, and x, basis function center applwd o the gth neunwde for every x, component of the mput vector x.
o peneml, ensembles of neviodes babd o global cquation capable of mappmg many discrete input to outpat
data paaes ar i contimuons sunbawee (e Lwa control space) The process of adyusting neunade vieiables o anld the
plobal map s called rgemag Teanmge RBE Nets engals using matos mversion |9 on werative back propagation ol
crrors alponthues 16 0 fid thie nunenoum plobal ereor state for aset of hnowa mpu o ontpat data pans To this
end, REE News e umversal approxuators PR That as, RBI Nets G approviniie any contiol space to any
depree of accure vopven cnough newnodes  Trarne sety e pencally cpaesely distubited subaets of the control
spavce Fothes ewd, R Nets gencral, e amcaned patteors by anterpolatsy on extiapolating, iom nenrode centionds



Buckground

T‘or most neural netwark research and applications, ANNs are simulated in software on digital coraputers.
The blackboard natnre and inheremt flexibility of software combined with the accessibility ol digital computers has
served o popularize ANN technology  Indeed, many ofl-the-shell soliware packages exist (o inplement vanons
ANN architectures. A lundamental problem exists with implemienting ANNs on digital computers, however  Neural
networks are parillel devices.  To control real-time applications, for example, the CPU throughpat must be
signibicantly faster than the Input/Output (1/0) thionghpat.  As the number of neurodes increases, either the CPU
throughput must increase o the VO throughpet muost decrease. Obviously, there is an upper limit o real-time
universd approxmmation on digital computers,  [For the pupose ot the present argument, training is an oft-line
process, and relability, Lwl-tolerance, and gricetul depradation issues are not discussed. ]

Muny people use parallel digital computers (o increase the virwal CPU throughput, RIF-Nets are easily
parallelled by disuibutng the neurodes Gas RBEF-New) over several parallel digital computers (called nodey). Fach
node thus contrtbutes pact of the omput vector y. A generahized parallel RDF-Ne s illustrated in Figare 2. The
number of newtodes simulated Gis RBE-Nets) on ciach ol the nodes is the integer modulus of M newrodes divided
by N nodes (M2N). Typically, Node-O connects o a host compater; so, Node-O reecives the input veetor x,
broadcasts x 0 (hidden) Node-1 through Node-N simulGuweously, and in a process called message routing,
scyuentially collects and sums the output vector y - The number of nodes s a balanee between the message routing
time overheid ol - particolar parallel digiial computen architecture and node thronghput. - As shown in Figure 2,
I o PP nodes e sumuabated on Node -0 o make up the mpat Liver, Do MeN newodes are simulated (as RBF-Netw)
on cich of 1o N onodes 1o make up a hidden Lyer, and 1o (2 sammaton nodes are simualated on Node-0 o make
up the ontput kiver Decause each msde contnbules a potiion of the omput vector y, the Node-0 RIEF-Net outpue
vector y s the y-to-y, superposition of an cnsemble of nodes (Ut sunulate RBE-New)
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Figure 2 Pacallehzed Ridial Bass bFuncuon Netwodk

The ot component ol the output vector y ol the paaalled RRE Net s detmed s fuicions,
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Adaptive Transfer Funclions

Consider cach Nade-1 through Mode-N nodes of the paraliel digstad computer a blwck box, 121 the neurodes
be prouped so cach black box contribues (all of) the th component of the output vector v, Clearly, y, is not limied
o tw radially symmetric onn. In fact. grouped nearodes nuay represent any arbitrary function [1]. For example,
many gaussean wansfer funcions are reguired o genenile a y, =X+, lincar function. Now consider the paraliclized
RBISNet as o single ANN. From the mixro viewpoint, the hidden nodes may he considered (complex signal
processing) newodes with $(x) arbirary adaptive transfer functions; £(x) replaces the gaussian tansier function of
RBE-Net neurades. So, this novel ANN s tenined the Adaptive Transfer Function Network (A'TT-Net).

Itis substantially more didtficult 1o determmne an arbitriry function of P variables [§=f(x,.x,,....x,.....Xp)] thin
it s an athitrary function of 1 vanable [E=1(x)]. So, let §(x;,) be an arbivrary adaptive function of linear or non-
hnca form whee Ay is the superposinon of a subset ot the X input vector. This approach approximates the higher
dimensional riusder function with the superposition of lower dimensional transter functions receiving encoded input
dati. One simple and etfeciive data encoding methad s 10 route a different subset of the x input vector 1o Giwch
AT-ncurade  Tins methad as cidled masking. and o is commonly used in pandiel digital computers.  Masking is
a vector muluplicinon process; the encoding pattern is represented as a bimary set (of zeros ind ones) tat is
muluphied with the x mput vector o yield an encoded subset, Conceptually. masking is implemented in ANNs by
setng the input-Layer o neurade-liver connections o biry (zero or one) values. Three typical encoding mashs
are prescated in the Table 1 tor a 3-input (0 -ATE-neatode sub-architecture,

| Xn " Thermometer M. wk | Partial Binary Mask Partiad Scatter Mask {10]

010

011

1N

Table 1 Data encoding miasky.

A peneralized seatter encoded [10] ATE Netas dlustcsed an Figae 3, bowever, only thiee input nodes are
shown fon ety Ooe o 1 nodes make up the ipat Liyer, 1o M ATE seaades make up a hidden layer, 10 Q
sunmiton nedes ke up the owput laver, and cach conuection (shown) v of umt value  Fod the purpose of
concepthization, the AT nearodes ane prouped for cach y, ontput to betier illustzte the ditferent scatter-cucoded
mput ecenved at cach ATE nenrode The encading s epeated over eich grouping amd is coneeptuahized as te
wput Layer to AFE-pesrode Baver connechions PEs conceprusthizaton s Bier panallelized AT Netillustin:: |

g‘) I Q Output y
g @ cie%) @@)@ G

(

!

() (') Input &

]
Figure b Adaptive Tomsder Funenon Network

The ol camponent ol the ontpnt vector y ol the ATE Net shown m Fripure Vs dehned by functons:
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ATF-Nets are vasily parallelled by distribuung the ATF-neurodes over sevenil nodes. The total nunber of
nodes used is determined from the number of x, input encodimgs. Lich node waplements a single X, encoding that
is apphied w every All-neurode of that particuliv node A pencralized parallel ATE-Net is illustrated in Figure 4
wheren the first three nodes show the distributed three-input scatiet-encoded [10] ATE-Net of Figure 3 and the N®
node represents other possible encadings. One 0 P nodes are simulaled on Node-0 10 make up the input layer,
1w PP neurodes ane simulated on cach of 1 10 N=Pk nodes (0 mike up a hidden layer, and 1 to Q summation nodes
are sunulated on Node-0 w make up the output Liyer. The hidden nodes receive e broadeasted input vector x and
unplement the PK™ encading through masking. Because cich node contributes a portion of the output vector y, the
Nade-0 ATE-Net outpul vector y is the y-10-y, supemposition of an ¢nsemble of nodes.,
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Figure ¢ Pualleled Adaptive Transder Functon Network,

The sth component of e output vector y s detined tor a panadlel ATE Net by functions:
Pk P
’thll(‘lﬂ) c“(‘") = , [‘I:lx|

v L2..Ql (0'x,, 1°x, 1:x,) for Pk=l+1

2, (12, 1-x,, 00y) for Pk-1-2

u x|, 0-x, 1'x,) for Pk=1-1

Training the ATF-Net

Feummg mvolves tanking an cosemble of posuble Inear snd non hinear hinctions using poodness-ol it
ciitert such as standond 1L frostandand enon, Iostatistie, and so on, o select the “best Bt Sy ) tuncton, Trunmy
18 thus a process of applyving the aput and ontput datia pans to the A TE Net Gnoone pass), disinbating the valies
thromph e archuitectaee, tbulatmg the s v dida paars, carve latimg. possible imwtions, canking sl selechmy ihe
“hest i tunenion, atd portag the “Eest 1o tunction mto e ATE Netarchiectne boe cach of the §(x,,) funetions

Ounce complete, i conbinuous and non desaete plobal mapping cquation wesudts tat imterpolates s extrapolates
between the it pomts not presented dunng aannny

Comparison Witle Other Neurudes
The ATE Net s been saccesstally smplemenied on both e stasd alone: digitald compuites and o panaliel

cipreal vompaner sismp the e hvpercabe acltectune: Doony ey, the A TE Net pencntes an sy st of data
pans borcieh pode - A commenciily avabable corve Bty softwanre packape s then used o detesmine the " eest i



tunction trom among 3,320 built-in lincae and non lincar equations: L34 lincar equanons may be Lit 1o a SO point
x-v data set in KO3 seconds onan i80d486 33MIHz personia computer [S].

An meresting real ume non-parallel digital computer application of the ATE-Net is leaming an expen
system (having cusp binary output) used o intenctively design mechanical gearboxes [1]{2). Table 2 summanizes
i test of non-uned dita for both the conventional RBI--Nets and a scatter-encoded ATE-Net. A 4-fold increase
in throughput s observed for the ATE-Net.

I = =
Propenty Antificial Neural Network ‘T'ype I
Conventional RDI--Net Newrodes ATT-Net “
# 1hidden Laver Neurodes/Nodes k| 12 27 7

. # Conmections 201 RO 18D 460

Miwimum Frror 007 507 259 LKA

Average Limor R7 03 004 0y

Sumdiud Deviaunon of Eror A m] 017 (0

Tuble 2 Rihad Basis Funcion aad Adapuive Transter Function Network raining resulls.

Summury

ATE-Nets combine the mherent fexabality of digital computers, the broadeasting ability of paralle] digitl
computers. ind vatual newode properiies 1o simulite irge ensembles of nearodes at the macro level. ATE-Nets
exlubnt o miuked incicise e overadl troughiput and are adeally soted tor applicasons in- real-time  pattern
Chnsttwatton md tune-senes torecasting. unther, the ATE Net ducctiy addresses the issue of learmng time by
wanige m one piss ol the data

Futwre demiuds of real-time pauter classification sudd tmiesenes forecasting applications require novel
approaches 10 ANN weehnology. Sunulatng the hundiads of bidlions of neatons m the human brain will perhaps
require abisudoning biological phisibility it e mucro level,. Much s gamed trom first studyimg RBE-Nets amd other
conventional ANNS Gt ihe nucro level and then studymyp the propeties of proups of newodes at the macio lesel,
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